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Project Introduction

This project is the capstone project for the Spring 2024 Master of 

Science in Technology Management and Innovation program and 

focuses on the processing of Construction and Demolition (CDW) 

reports provided by the New York State Department of 

Environmental Conservation (NYS DEC) using machine reading and 

data mapping technologies. This project picks up and builds on the 

results of the Spring 2023 course project with the goal of improving 

and applying the Google Cloud, OCR, AI technologies used by 

previous teams.
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Project Introduction
In summary, our project work can be described as integrating and optimizing the work of previous teams. On one hand, we 

continued the approach of the previous MOT machine reading team, and utilized AI tools provided on Google Cloud Platform to 

implement a program that automatically extracts content from NYC DEC documents. 

On the other hand, we followed the approach of the CUSP team, using the Streamlit framework to visualize the extracted data, 

which will ultimately be displayed on a map view. This allows users to easily see the start and end points of each waste 

transport, along with other information. The entire workflow, or streamline, is illustrated in the following diagram.

Machine Reading CDW Flow Mapping
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Project Introduction
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Technical Explanation

As shown in the picture on the right, this is a standard DEC 

waste tracking document, and the information we need to 

extract is highlighted in the blue box. In such a document, we 

focus on the type and quantity of waste, the pickup location, 

the entity that generated the waste, the transporter, and the 

facility that receives the waste.

We extract this information using tools provided on Google 

Cloud Platform, specifically Document AI, and then write 

programs for further processing.

Documents
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Document AI can be used to extract data from documents. 

Document AI supports a lot of  formats, and uses generative AI 

to extract and structure data. Document AI has high-accuracy 

to extract, classify, and split. Notably, integrated with 

generative AI, it can be trained to improve accuracy, which 

also means developers should spend some time on data 

labeling and model training based on the foundational 

models. We simply need to establish a connection with GCP, 

obtain the necessary permissions, and then we can send 

documents via a request to the client in a local or other 

environment to call the trained model for processing. After 

processing, Document AI will return the extracted results.

Document AI

Documents Document AI

Send in Request

Return Extracted Results

Technical Explanation
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Technical Explanation

The information extracted directly through Document AI includes 

many address details. However, due to various reasons such as errors 

in the document itself or inaccuracies in model recognition, there can 

be many issues with the extracted data, necessitating the need for 

verification and correction of these addresses. Additionally, if we aim 

to perform CDW flow mapping and visually represent the flow of CDW 

on a map, we require latitude and longitude information for the 

respective addresses. 

This aspect of the project is particularly challenging. After much 

comparison and decision-making, we ultimately chose to use the 

validation API provided by Google Maps Platform.

Validation API

Validation API
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After processing the data, we visualize it by building a 

web application, similar to the work done by the CUSP 

team. We use the Streamlit framework to construct our 

web app. Streamlit provides an easy and fast way to build 

web applications and offers free community cloud 

resources. It allows applications to be hosted and run in 

the cloud, with the code stored in a GitHub repository. 

The diagram on the right shows one of the pages from 

the web app we developed in this project.

Streamlit Framework

Technical Explanation
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1. Conducted in Jupyter Notebook

 2. extracted data (22,501)

3. bottleneck in our work

4.  future improvement

Machine Reading
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Machine Reading
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In this section, users can browse the 

data in the database.

Users can enter the keyword 

receiving name to search for the 

data content they want.

Web Application
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User can search keywords to find a specific receiving name.

Match the keywords with the receiving name in database and provide details.

Web Application
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Three packages are used in mapping part.

● Streamlit: Implement web interfaces through code and provide interactive data presentation to users.

● Pandas: Read the CSV file and perform data cleaning.

● Pydeck: Visualize the transportation routes of CSV files in the form of maps.

Web Application
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This code implements a user interaction function, where users can filter transportation 

information by conditions to display the routes they want to see.

Web Application
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The purpose of this code is to display all information about the transportation when the 

user hovers the mouse over the route.

Web Application



18

The purpose of this code is to display all information about the transportation when the 

user hovers the mouse over the route.

Web Application
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The purpose of this code is to make some basic settings for the map, such as color, 

coordinates, and line width.

Web Application
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Although our work has concluded, there are still several shortcomings that need to be addressed by future teams, should there 

be any. Here, we offer some directions for improvement to the future teams.

● Correction and Valuation Improvements

● Database Improvements

● Further Model Training

Future Improvements
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Correction and Evaluation
As we previously mentioned, the validation API has its limitations, particularly 

its low tolerance for recognition errors. For example, it can correct a minor 

spelling mistake such as changing "155 Mavroe St, Brooklyn NY 11216"  to "155 

Monroe St, Brooklyn, NY 11216." 

However, a common recognition error like "155 Mavroe 5t, Brooklyn NY 

11216", where 'S' is misrecognized as '5' due to their visual similarity, cannot 

be corrected by the validation API. We have attempted to integrate Vertex AI 

with the validation API to address this issue using Generative AI, but the results 

were unsatisfactory and showed no significant improvement over using the 

validation API alone (see the AI Agent on the right). Future team need to 

consider this direction for improvement.

Future Improvements
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Database Improvements

Future Improvements

Currently, we don't have a database in the strict sense; instead, we 

store data in CSV files and extract data from them. It's important to 

note that our web application runs on code hosted on GitHub, and 

the CSV files are also hosted there. GitHub does not support changes 

to its files via non-Git commands, which means we can't directly 

modify the backend CSV files through the web app. We originally 

planned to migrate our data to a cloud database like Google Cloud 

SQL, but various reasons prevented this from happening. This 

migration is another improvement direction that future teams should 

consider.

Dataset CSV files

On Github
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Further Model Training

Future Improvements

We spent considerable time on model training, but the final results were still not satisfactory. After numerous iterations, the 

fine-tuned model achieved an F1 score of 0.836, indicating approximately 83.6% accuracy on our training documents. 

However, the actual performance still fell short of expectations. We hope future teams can further optimize and train the 

model to enhance its effectiveness.
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About our report

One More Thing

In addition to the technical introduction and project details similar to this slide, our report will also include an analysis of the 

documents, roughly encompassing the following sections:

● Page counts of various types of documents and the total number of pages.

● Statistics on documents with different templates.

● Statistics and estimates of printed and handwritten documents.

● Issues and statistics for documents from which information could not be extracted.

● Statistics and estimates for documents with missing information.

We are still doing our best to analyze this collection of over one hundred thousand pages of documents.
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